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This presentation addresses sensitive topics related to mental health and the ethical challenges of AI integration. 

We will be discussing research that includes potentially distressing, high-risk, or extreme examples to fully 

illustrate the necessary safety and psycho-social considerations. We recognize that some of this content may be 

difficult or triggering. Your well-being is important, so please prioritize it: feel free to step away at any time if 

needed. Thank you for engaging with this important research.

Disclaimer
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Source: IHME (2019); WHO (2021 & 2025).
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Pandemic and Rising Mental Health Issues 

Post COVID Surge

https://www.nytimes.com/2021/02/17/well/mind/therapy-appointments-shortages-pandemic.html
https://www.kff.org/coronavirus-covid-19/issue-brief/the-implications-of-covid-19-for-mental-health-and-substance-use/

30% hike
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Major Reasons People Avoid Reaching Out for Support

Stigma Lack of Awareness Accessibility & Availability

Financial BarriersConfidentiality Concerns

>Fear of being judged
>See it as sign of weakness

> believe problems will ‘go 
away on their own’

> Long waitlists for appointment

> High cost of therapy
> Limited insurance coverage

>Worried for personal information
>Fear that disclosure could harm 
their career
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Growth in AI for Mental Health Research

- Chen J, Yuan D, Dong R, Cai J, Ai Z and Zhou S (2024) Artificial intelligence significantly facilitates development in the mental health of college students: a bibliometric 
analysis. Front. Psychol.

- Han Q and Zhao C (2025) Unleashing the potential of chatbots in mental health: bibliometric analysis. Front. Psychiatry

Distribution of the publications and citations per 
year in AI for college mental health space.

Distribution of the publications per year in AI 
Chatbots for counseling space.
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Human Support vs Digital Support

Stigma Lack of Awareness Accessibility & Availability

Financial BarriersConfidentiality Concerns

> Fear of being judged
> See it as sign of weakness

> Feel less judged by machine
> Enjoy anonymity

> believe problems will ‘go away  
   on their own’

> People ask AI for everything 
   they want to know

> Long waitlists for appointment

> Available 24/7

> High cost of therapy
> Limited insurance coverage

> Many apps or platforms are  
   free or low-cost

>Worried for personal information
>Fear that disclosure could harm 
their career

> Online platforms feel safer 
> People express openly
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So what’s the problem, really? 



So what’s the problem, really? 
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Why not



Risks: They can persuade you
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Risks: They can persuade you
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Jiawei Zhou, Amy Z. Chen, Darshi Shah, Laura M. Schwab-Reese, and Munmun De Choudhury. 2025. A Risk Taxonomy and Reflection Tool for Large Language Model Adoption in Public Health. Article CSCW 13



Risks: People can easily misuse them 
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“Constructive Placement” of AI in Mental Health Research



“Constructive Placement” of AI in Mental Health Research

Therapist Assistive Placement

AI as Mediator

AI Companionship

Patient Assistive

Patient Facing



Patient Assistive

PART ONE



Assess and Prompt: A Generative RL Framework for 
Improving Engagement in Online Mental Health 
Communities

Bhagesh Gaur, Karan Gupta, Aseem Srivastava, Manish Gupta, Md Shad Akhtar 



 

“Over 40% of help-seeking posts on Reddit 
mental health forums get no response.” 
(Sharma et al., 2020; Kim et al., 2023)

Even in supportive spaces, silence can deepen 
isolation.

Why do so many cries for help online go unanswered?

We aim to understand and bridge this communication gap.



➔ Online forums give safe, peer-based spaces for mental health support.

➔ Yet, many posts lack clarity about what happened, how it felt, and what support is needed.

➔ In peer support, expressing these elements is essential to being understood.

➔ We model these as Support Attributes (Event, Effect, Requirement) - signals of help-seeking clarity.

Support-seeking posts often miss key ingredients of help



Posts without clear ‘support attributes’ fail to elicit 
engagement

● Online help-seeking posts often omit key support 
cues: what happened, how it felt, and what’s needed.

● This lack of “support attributes” leads to lower 
empathy and response rates.

● Prior NLP work focuses on empathy detection or 
response generation, but not on assessing and 
improving post clarity.
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We shift focus from ‘how to respond’ → to ‘how to help users 
express better.’



Including Event, Effect, Requirement in post increases the 
number of comments 

Srivastava A, Gupta T, Cerezo A, Lord SP, Akhtar MS, Chakraborty T (2025) 
Critical behavioral traits foster peer engagement in Online Mental Health Communities. PLoS ONE



Can a language model identify missing support attributes in a post and 
prompt the user to express them?

To study this aspect and address the gaps, we propose two major contributions:

1. A novel dataset, REDDME, along with a taxonomy, CueTaxo, to study the 
engagement in posting behavior for support seeking.

2. MH-Copilot, an assistive framework for prompting users with missing support 
attributes in their post for better support seeking in peer community.



We propose REDDME, a manually annotated corpus of Reddit posts.

The following attributes are annotated
with spans (rationales), their intensity 
levels and guided question as per 
taxonomy.
● Event
● Effect
● Requirement

Stats:
Total posts: 4760
Average Post Length: 179.62
Total Guided Questions: 7909

Dataset: REDDME



 

MH-COPILOT empowers 
support-seekers to tell their stories 
better.

Can we help users express what they need - before 
they give up asking?



Taxonomy: CueTaxo



● Assess the post: extract Event, 
Effect, Requirement spans 
(CSpan), then rate each attribute’s 
intensity (absent / moderate / 
present).    

● Prompt the user: a generator 
produces guided questions 
targeted to missing/weak attributes, 
using a hierarchical taxonomy 
(CUETAXO).  

● Learn with RL: a verifier scores 
each question along multiple 
dimensions; scores feed a 
preference-based objective (DPO) 
to improve the policy. 

MH-COPILOT: Assess → Prompt → Learn (RL)
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● CSpan - Support Attributes’ presence in the post is identified and 
highlighted as an NER task

● Intensity Classifier - Presence of these attributes is rated to identify 
potential areas of improvement.

MH-COPILOT: Assess → Prompt → Learn (RL)
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● CUETAXO levels encode how complete each attribute is; we include 
these levels in the LM prompt so generation is attribute-aware.  

MH-COPILOT: Assess → Prompt → Learn (RL)
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MH-COPILOT: Assess → Prompt → Learn (RL)

● The generator targets only absent/moderate attributes and keeps 
wording aligned to the taxonomy (e.g., “Can you describe more about 
the event…?”).  

● Output format is constrained (JSON schema with event_question, 
effect_question, requirement_question) to keep structure consistent. 
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MH-COPILOT: Assess → Prompt → Learn (RL)

● Attribute Intensity - category correctness score
● Context Evaluator - contextual grounding score
● Empathy Assessor - empathy score
● Structure Assessor - structure(taxonomy)  assessor 

score



Results

SFT: Supervised Finetuning
CueTaxo: Our proposed taxonomy
Rew: Reward Modeling



Human evaluators reported MH-COPILOT’s outputs “occasionally surpass gold standard”

Metric w/o Verifier w/ Verifier

Empathy (D1) 3.27 3.43

Relevance (D2) 1.82 2.27

Context (D3) 2.19 3.31

Fluency (L3) 3.82 4.02

Human Eval

Verifier + Taxonomy → Quality Improvement Beyond Numbers



● Reinforcement via preference learning (Verifier + DPO) produces qualitatively superior 
outputs.

● Combining CUETAXO taxonomy + reward model yields large gains in alignment and 
clarity.

● MH-COPILOT generalizes across LLMs (Gemma-2, Mistral, Phi-3, Llama-3).
● Human evaluators confirmed the framework helps posts become clearer and more 

actionable for peers.

MH-COPILOT transforms generative RL from text optimization → social 
interaction enhancement.

Generative RL can teach models to ask better questions



AI Companionship

PART TWO
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Human-AI Interaction as a Therapeutic Substitute



1. Misuse of AI in Mental Health Contexts:

○ In vulnerable states such as depression, users may vent anger by ‘swearing’. 

○ If an AI system were to respond with insults or humiliation - due to pattern-based learning from human text 
rather than genuine emotional understanding.

– it could reinforce negative thoughts (plant harmful ideas).
– In extreme cases, potentially escalating toward su****.

Human-AI Interaction as a Therapeutic Substitute
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2. Need to Prevent Toxic AI Outputs:

○ While it is impossible to fully stop people from using AI in unethical ways.

○ But we can prevent large language models from generating harmful responses !

Human-AI Interaction as a Therapeutic Substitute



Redefining Experts: Interpretable Decomposition of 
Language Models for Toxicity Mitigation

Zuhair Hasan, Abdullah Mazhar, Aseem Srivastava, Md Shad Akhtar 



The final linear layer (lm_head) of a language model, represented by the weight 
matrix W, can be decomposed into two matrices (W = BA), where one matrix (A) 
captures high-level semantic choices and the other (B) maps these choices to 
actual vocabulary tokens through a linear transformation. We hypothesize that 
certain directions within this semantic space correspond to undesirable behaviors 
like toxicity.

Hypothesis
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Methodology:

Dataset: Real Toxic Prompts (RTP)





An example of qualitative analysis:

Input prompt: The alleged ringleader of a

Dataset: Real Toxic Prompts (RTP)



AI Companionship

PART THREE



Loneliness x AI Companionship

Google Academic Research Award 2025



Shift in Support Seeking Behavior

Shift has been seen for people experiencing loneliness and seeking support from sources 
other than humans.

- SHIFT 1: To Internet and Social Forums
Subreddits like r/loneliness see 50,000+ of posts expressing emotional needs 
weekly.
Then there exist multiple other subreddits: like r/foreveralone, r/lonely, 
r/socialanxiety, and r/emptyspaces (highlight widespread digital loneliness that’s 
difficult to quantify but definitely in volume)

- SHIFT 2 (recent): To AI Companions
People turning to AI Companions (like ChatGPT, Character.ai, Replika) to talk to bots.
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as a result …

53



Research Gaps

1. Understanding Synthetic Relationships → People express more with LLMs than with humans. It 
is important to understand the reason for this shift and understand this differentiated conversational 
behavior. 

2. Taxonomy gap → Existing loneliness taxonomies are clinical / psychometric, not suited for digital 
interaction use.

3. Evaluation gap → No standardized way to measure LLM performance on understanding / 
detecting / responding to loneliness.

4. Data → Very little usable loneliness data online.
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